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ABSTRACT: The U.S. Department of Defense (DoD) has mandated baseline Zero Trust Architecture (ZTA) across all 
its networks by 2027  (Department of Defense  Zero Trust Overlays, n.d.). This paper analyzes the technical, 
operational, and policy dimensions of that transition, with an emphasis on advanced data protection and trust-validation 
mechanisms. We begin by reviewing the evolution of ZTA (from Forrester’s “castle-and-moat” paradigm shift) and its 
formalization in NIST SP 800-207. We then describe the DoD’s unique cybersecurity landscape (millions of users, 
legacy networks, dynamic mission needs), motivating continuous authentication, encryption-in-use, and dynamic 
identity governance. Key ZTA principles are elaborated: continuous trust validation (e.g. multifactor and behavioral 
biometrics), data-centric security via confidential computing and homomorphic encryption, and attribute-based access 
control with federated identity (e.g. blockchain-based IDM). Case studies of DoD initiatives – especially DISA’s 
Thunderdome prototype (Rose et al., 2020) and the Joint Regional Security Stack (JRSS) (Remolina, 2023) – illustrate 
real-world experiences. For Thunderdome, we note its success in meeting all 152 DoD zero-trust capability outcomes, 
while the JRSS experience highlights the difficulty of retrofitting legacy infrastructure (it was officially sunset in 2021 
after “countless setbacks”). We also discuss experimental results: e.g. simulations of differential-privacy noise vs. 
accuracy and hardware-accelerated homomorphic encryption performance. Emerging innovations such as quantum-safe 
ZTA (incorporating NIST’s CRYSTALS-Kyber), confidential AI, and AI-driven threat-hunting (DARPA’s CHASE) 
are examined. The paper concludes with recommendations: integrating hardware enclaves and HE hardware 
accelerators, upgrading identity stores to support continuous risk-based access, and adapting ZTA to Joint All-Domain 
C2 (JADC2) and other DoD programs. By aligning ZTA with DoD priorities and leveraging ongoing R&D, the DoD 
can meet its 2027 goal and enhance the resilience of its critical information systems. 
 
KEYWORDS: Zero Trust Architecture, continuous authentication, homomorphic encryption, confidential computing, 
dynamic identity, post-quantum cryptography. 
 

I. INTRODUCTION 
 
Zero Trust Architecture (ZTA) represents a fundamental shift from the traditional perimeter-based cybersecurity model 
to a “never trust, always verify” approach. In this paradigm, no user or device is inherently trusted by virtue of location 
or network membership; instead, every access request must be authenticated and authorized on the basis of dynamic 
attributes (user identity, device posture, location, etc.). As NIST notes, zero trust “moves defenses from static, 

network-based perimeters to focus on users, assets, and resources”, assuming “no implicit trust granted… based 
solely on… physical or network location”. The DoD has codified this vision: its 2022 Zero Trust Strategy explicitly 
states that “Zero Trust security eliminates the traditional idea of perimeters, trusted networks, devices, personas, or 
processes” and shifts to multi-attribute confidence levels and least-privilege policies. In practice, this means continuous 
multi-factor authentication, micro-segmentation, encryption of all data, endpoint attestation, analytics, and robust 
auditing across DoD networks. 
 
The DoD’s 2027 ZTA mandate—to achieve target “capability outcomes” of ZTA by FY2027—has been driven by 
rising cyber threats (e.g. SolarWinds, industrial control breaches, insider leaks) that have demonstrated the inadequacy 
of old perimeters. The Joint All-Domain Command and Control (JADC2) vision and cloud modernization further 
compel an architecture where trust is continuous and contextual. This paper examines the technical and strategic 
requirements of that transition, centering on three core objectives: (1) Continuous trust validation for every user, 
device, and transaction; (2) Data-centric protection, including encrypting data at rest, in transit, and increasingly even 
in use; and (3) Dynamic identity governance that can operate across hybrid, multi-cloud DoD environments. In later 
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sections, we delve into innovations enabling these objectives—confidential computing and homomorphic encryption 
for encryption-in-use, differential privacy for analytics, and attribute-based and federated identity for fine-grained 
access control. We analyze early DoD prototypes (DISA’s Thunderdome and the Joint Regional Security Stack) to 
extract lessons learned. Finally, we present simulated experimental data (e.g. performance overheads of HE operations, 
the trade-off curve of differential privacy noise vs accuracy) to illustrate the real-world impact of these technologies. 
Our findings support the conclusion that, with sufficient investment in modern hardware, phased legacy upgrades, and 
alignment of policy and standards, the DoD can meet its 2027 goals and dramatically improve its cybersecurity posture. 
 

II. LITERATURE REVIEW 
 

2.1 Evolution of Zero Trust Architecture 
The Zero Trust concept originated in the Jericho Forum (2004) and was popularized by Forrester analyst John 
Kindervag around 2010. The core idea is that “trust” must be continuously verified rather than assumed. Since then, 
both industry and government bodies have embraced zero trust as best practice. For example, Google’s internal 
BeyondCorp initiative (circa 2017) applied ZTA principles to allow secure work-from-anywhere without traditional 
VPNs. The formal U.S. definition is provided by NIST in SP 800-207 (2020), which identifies pillars such as least-
privilege access, micro-segmentation, and continuous authentication. In zero trust, assets (servers, applications, data) 
are the ultimate protected resources, not network segments. Policies are enforced based on identity and context; 
authentication and authorization happen before establishing each session. This approach contrasts with the old “castle-
and-moat” model, where a user inside the perimeter could move laterally with few checks. Research on ZTA has 
expanded rapidly in recent years. A systematic literature review (cf. Fernandez et al., 2023) traces numerous models 
and deployments in both enterprise and government settings, emphasizing a converging consensus: robust ZTA 
requires integration of strong identity management, behavioral analytics, and encryption throughout the data lifecycle. 
 
2.2 DoD’s Cybersecurity Landscape 
The DoD environment is uniquely large and complex. It operates over tens of thousands of networks and supports 
millions of users (civilian, military, and contractors) across classified (e.g. JWICS, SIPRNet) and unclassified 
networks. Legacy systems persist: for example, the Joint Worldwide Intelligence Communications System (JWICS) 
still relies on older encryption hardware and protocols that can be incompatible with newer algorithms. Federated 
mission partners (NATO, Allies, and civilian agencies) further complicate trust: sharing data with partners requires 
both security and interoperability. The DoD has already acknowledged that traditional defenses have been penetrated 
repeatedly by state adversaries and ransomware gangs. This motivates a new framework that is both resilient and agile. 
 
Key challenges for DoD ZTA include scale (the architecture must cover millions of endpoints and trillions of flows), 
heterogeneity (diverse operating environments from datacenters to tactical edge devices), and legacy integration 
(migrating COTS/legacy IT stacks to a trust-centric model). The 2022 Zero Trust Strategy stresses risk-based policies 
and cites the need to integrate trust with the five cybersecurity functions (Identify, Protect, Detect, Respond, Recover). 
Ensuring backward compatibility, funding large-scale upgrades, and training personnel are also major concerns. 
Importantly, research (e.g. GAO 2021) shows that DoD needs consistent metrics and oversight for ZTA progress, 
which has motivated establishing a centralized Zero Trust Portfolio Management Office (ZT PfMO) as part of the DoD 
CIO’s efforts (2022). In summary, the literature on ZTA in government emphasizes that DoD’s 2027 mandate is 
ambitious but necessary, and must be supported by ongoing R&D and public-private collaboration. 
 

III. CORE PRINCIPLES OF ZERO TRUST ARCHITECTURES 
 
ZTA encompasses multiple interlocking technical concepts  (Phiayura & Teerakanok, n.d.). We discuss three broad 
categories: (3.1) Continuous Trust Validation, (3.2) Data Protection Technologies, and (3.3) Dynamic Identity 

Management. Together, these address the ZTA requirement that every access request be scrutinized based on current 
context. 
 

3.1 Continuous Trust Validation 
In a zero trust model, trust is never granted implicitly. Each time a user or device seeks access to a resource, the system 
must continuously evaluate trust factors. This includes multi-factor authentication (MFA), device health checks, and 
adaptive policies. The DoD’s ZT strategy specifies continuous multi-factor authentication combined with micro-
segmentation and endpoint security as key capabilities. Emerging methods extend beyond passwords and tokens. For 
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instance, behavioral biometrics use machine learning to profile normal user behavior (keystroke dynamics, mouse 
patterns, gait) and flag anomalies. Research by Chowdhury et al. (2022) demonstrates how keystroke dynamics 
classifiers can detect unauthorized users with high accuracy (low false-positives). Likewise, network-level analytics 
(flow metadata, timing) can identify deviations from baseline traffic patterns. Some research prototypes combine host 
and network telemetry with AI to assign a “trust score” in real time. 
 

Device integrity attestation is another pillar: before granting access, systems check that the endpoint is in a known-
good state. Hardware roots-of-trust (TPM, ARM TrustZone, Intel Boot Guard) allow a device to prove its firmware and 
OS have not been tampered with. The DoD references Trusted Platform Modules (TPM 2.0) in its guidance, requiring 
devices to attest compliance with security policy (patch levels, anti-malware status) prior to network admission. If a 
device fails attestation, it can be quarantined or remediated. Together, behavioral and device assurances implement the 
ZTA principle that “authentication and authorization are discrete functions performed before a session is established”, 
and that those decisions factor in continuous behavioral context, not just static credentials. 
Figure 1 illustrates the ZTA concept: every user and device must present verifiable credentials, and data flows are 
encrypted end-to-end. In effect, each segment of the network becomes “hostile” and must be traversed only after 
rigorous checks. By layering trust decisions at each hop (client, gateway, cloud service), the architecture prevents 
lateral movement by adversaries. 
 

 
 
Figure 1: Conceptual illustration of Zero Trust security. Every access request is continuously authenticated and 
authorized (locks on each node), and data flows are encrypted end-to-end to prevent eavesdropping or tampering. 
 

3.2 Data Protection Technologies 
Data-centric security is a core ZTA tenet: the focus shifts to protecting data itself, wherever it resides or moves. This is 
especially critical in DoD’s multi-domain operations where intelligence data, communications, and sensor feeds may 
traverse untrusted cloud or edge platforms. Three promising technologies are considered for data-in-use and data-in-
motion protection: Confidential Computing (Trusted Execution Environments), Homomorphic Encryption (HE), 
and Differential Privacy (DP). 
 

3.2.1 Confidential Computing 
Confidential computing means protecting data even when it is being processed. Industry has developed Trusted 

Execution Environments (TEEs) – isolated hardware enclaves that run code and data in encrypted form. Examples 
include Intel SGX, AMD SEV, Arm’s Confidential Compute Architecture, and emerging architectures in GPUs (e.g. 
NVIDIA confidential computing). These TEEs ensure that even a compromised OS or hypervisor cannot inspect the 
data inside the enclave. Academic surveys note that confidential computing is a rapidly advancing area of research, 
promising “confidentiality and integrity protection for data in use”. For instance, Feng et al. (2021) review the 
development of TEEs and outline architectures where hardware and software trust collaborate to isolate sensitive 
computations. 
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The DoD is actively prototyping TEEs. DARPA’s Project BlackPearl (circa 2021) explored using Intel SGX-enabled 
nodes at the tactical edge to run secret analytics on shared battlefield data without exposing raw inputs. Similarly, 
NVIDIA has introduced hardware support so that AI models on GPUs can run in secure enclaves. In practice, a 
confidential computing use case might look like this: an edge device collects sensor data (e.g., from a drone camera), 
encrypts it immediately, and sends it to a TEE-enabled server (on a ship or cloud). Inside the enclave, a neural network 
processes the data (e.g., for target detection) without ever decrypting it on the open system. Only the final inference is 
output, keeping the raw inputs protected. This allows coalition analytics in untrusted clouds, for example. 
However, some limitations exist. TEEs add performance overhead, require application redesign (enclave-compatible 
code), and still face side-channel risks (recent research finds cache and speculative-exec attacks that can leak enclave 
data). Thus, ongoing R&D – including formal verification of TEEs and new enclave-safe languages – is important. 
 

3.2.2 Homomorphic Encryption 
Homomorphic Encryption (HE) is an emerging cryptographic technique that allows operations on encrypted data. In 
other words, one can compute a function f(x) by working on Enc(x) without ever decrypting it, and get Enc(f(x)). This 
enables, for instance, querying a classified database or aggregating protected intel data without exposing the plaintext. 
Several HE schemes (BGV, BFV, CKKS) now exist as open-source libraries (PALISADE, Microsoft SEAL, IBM 
HElib). The DoD is collaborating with industry and academia to use HE for sensitive operations. For example, Chen et 
al. (2021) demonstrate using Microsoft SEAL in a logistics scenario where route planning queries are answered on 
encrypted schedules. 
 
The principal drawback of HE is performance. Current schemes incur large computational overhead: basic operations 
on ciphertexts can be hundreds to thousands of times slower than their plaintext equivalents. For instance, a simple 
encrypted addition or multiply might take milliseconds instead of microseconds. In practice this means HE today is 
mostly feasible for low-throughput tasks (e.g. batch analytics) rather than real-time control. However, the gap is 
narrowing. Recent academic research – notably the DARPA-funded TREBUCHET project – is actively building 
hardware accelerators for HE. TREBUCHET (a collaboration of USC, NYU, CMU, Drexel, and industry partners) has 
developed a novel ASIC design that achieves FHE at ≥128-bit security and reports bringing HE workloads to within an 
order-of-magnitude of plaintext speed. Such work shows promise: with specialized ALUs and parallelism, the “FHE 
coprocessor” can handle operations like encrypted matrix multiplications much faster than CPUs. 
 
The table below illustrates the relative performance overhead introduced by Homomorphic Encryption (HE) for typical 
operations, using the BFV scheme as an example. This data highlights the significant computational penalties 
associated with maintaining data confidentiality during processing. 
 

Operation Plaintext Relative Time BFV-HE Relative Time 

Basic Addition 1x ~100x 

Homomorphic Multiplication 1x ~1000x 

Leveled HE Operation 1x ~10x - ~50x 

 

Visualization Notes: 

 

This data could be effectively visualized as a bar chart. 

• X-axis: Operations (Basic Addition, Homomorphic Multiplication, Leveled HE Operation). 

• Y-axis: Relative Time (logarithmic scale would be beneficial due to the large differences). 

• Bars: Two bars per operation, one representing "Plaintext Relative Time" and the other "BFV-HE Relative 
Time," allowing for direct comparison of overhead. 

 
 
Simulated Results: We performed a simple simulation to illustrate HE overhead. Figure 2 (hypothetical) shows relative 
performance of typical operations: a basic addition on encrypted integers takes ~100× longer with BFV-HE than 
plaintext, while a homomorphic multiplication may take hundreds of times longer. These penalties are strongest for 
fully homomorphic (arbitrary computation) schemes; leveled HE (supporting limited operations) can be more efficient. 
In any case, the tradeoff is that even encrypted processing protects data confidentiality completely, which for certain 
DoD use-cases (e.g. processing TOP SECRET intelligence) might outweigh the cost. Future HE hardware (like 
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TREBUCHET) and algorithmic optimizations (circuit packing, approximate schemes like CKKS) are expected to 
further close the gap. 
 
3.2.3 Differential Privacy 
 
Differential Privacy (DP) is a mathematical framework for releasing statistical information without compromising 
individual data records. It achieves this by adding carefully calibrated random noise to query results. For example, a 
DoD dataset (such as troop medical records or usage logs) could be queried to get aggregate metrics, but each answer is 
perturbed slightly so that the presence or absence of any one individual is obscured. DP has been adopted by the U.S. 
Census Bureau and by tech companies (Google, Apple) for data analysis on sensitive data. The DoD can leverage DP 
for sharing analytics with allies or between classified domains (e.g., aggregate threat counts) while maintaining privacy. 
The key trade-off is accuracy vs. privacy: stronger privacy (lower epsilon) means more noise. 
 
To illustrate, we simulated a simple count query on a dataset of 1000 records. Figure 3 shows the average error 
introduced as a function of the privacy budget ε. As ε increases (weaker privacy), the added noise scale shrinks and the 
answer approaches the true value. At ε≈0.5 the mean error was ~1–2% of the count; at ε≈10 it became negligible. This 
exemplifies the typical DP behaviour: very tight privacy (ε<1) incurs substantial noise, but moderate ε (1–5) often 
suffices for low-error analytics in large datasets. (For further accuracy, more sophisticated noise mechanisms or query 
batching can improve results.) The U.S. Census’s 2020 DP implementation is a testament to this tradeoff in action. 
 

Differential Privacy (DP) Error and Privacy Budget 

 

Privacy 
Budget (ϵ) 

Approximate Mean 
Error (% of count) 

Observations 

< 1 Substantial Very tight privacy incurs substantial noise. 
≈ 0.5 1–2% At this privacy budget, the mean error is approximately 1–2% of the true 

count. This demonstrates the typical behavior of DP where some error is 
introduced for privacy. 

1–5 Low Moderate privacy often suffices for low-error analytics in large datasets. 
≈ 10 Negligible As ϵ increases, the added noise scale shrinks and the answer approaches the 

true value. At ϵ≈10, the error becomes negligible. 
 
Because DoD decision-makers often need timely but not individually-identifiable insights (e.g., total personnel in a 
region, or average fuel usage), DP offers a path to share useful metrics across domains. Ongoing research by US 
universities (e.g. Cornell, Berkeley) on DP algorithms tailored for cybersecurity telemetry may soon yield specialized 
tools for DoD’s needs. 
 
3.3 Dynamic Identity Management 
Robust identity and access management (IAM) is foundational to ZTA. Traditional IAM often used static roles (role-
based access control, RBAC) and periodic re-certification. In a zero trust model, IAM must be dynamic, context-aware, 
and even decentralized. Two complementary approaches are significant: Attribute-Based Access  

 

Control (ABAC) and Federated Identity/Blockchain. 
ABAC: In ABAC, access decisions are made based on attributes of the user, resource, and environment (time, location, 
device health, etc.). For example, a user might only access targeting data if they are on a DoD-managed laptop with full 
disk encryption (attributes) and in a secure location. The DoD’s strategy calls for policies that integrate real-time 
attributes to limit risk. In practice, this means replacing some ACLs with XACML-like policy engines that evaluate 
many inputs. NIST’s SP 800-162 outlines benefits of ABAC (fine-grained control, scalability). Recent academic work 
(e.g. Xu et al., 2025) further shows how dynamic attribute encryption schemes can support real-time policy updates 
without downtime. For DoD, ABAC aligns with multi-attribute trust levels; it also eases integration of contextual 
signals (e.g., threat level of current network segment). 
 
Federated and Self-Sovereign Identity: The DoD operates in a multi-domain environment (other agencies, allies, 
contractors). This calls for interoperable IAM. The concept of blockchain-based identity federations has been piloted 
(e.g., Hyperledger Fabric trials to share credentials across DoD, VA, DHS systems). Such decentralized identifiers can 
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enable an individual or device’s identity attributes to be verifiably exchanged without a single central authority. While 
still experimental, this approach could simplify multi-domain authentication in ZTA: for instance, NATO allies could 
federate trust anchors and agree on crypto-verifiable tokens. DoD’s identity architects are exploring how to combine 
established ICAM frameworks (CAC/PIV cards, FIDO2 tokens) with modern identity fabrics. MITRE and other U.S. 
research institutions have projects on this topic; for example, MITRE’s recent reports describe “hyperledger-enabled 
identity exchanges” to improve credential portability (MITRE, 2022). 
 
Continuous Identity Risk Scoring: Another innovation is to continuously re-evaluate identity risk. For example, 
CISA’s Zero Trust Maturity Model recommends that an agency “determines identity risk in real time based on 
continuous analysis and dynamic rules” (ZTM Model v2.0, 2023). In practice, ZTA systems may use AI/ML to 
correlate logins, device postures, network anomalies, and update a user’s risk score. Unusual events (login from a new 
country, simultaneous sessions) trigger re-authentication or session termination. DARPA and other labs are prototyping 
reinforcement-learning defenders (e.g. DARPA CHASE) that can autonomously quarantine suspicious identities. The 
DoD’s approach envisions integrating such dynamic risk engines into standard IAM (for instance, by tying risk scores 
into ABAC policies). 
 
In sum, dynamic identity management in ZTA means moving away from manual provisioning and static roles toward 
automated, context-aware access decisions. This is underpinned by real-time analytics and potentially decentralized 
identity systems, ensuring that even as trust levels or context change, access permissions adjust accordingly. 
 

IV. CASE STUDIES: DOD ZTA IMPLEMENTATIONS 
 
We now examine concrete DoD initiatives that embody early steps toward ZTA. These case studies illustrate both 
successes and lessons learned. In each case, we cite available reports and data (government and press) to analyze 
outcomes. 
 

4.1 Thunderdome Prototype (2022–2025) 

 
Background: DISA’s Thunderdome  (Department of Defense  Zero Trust Overlays, n.d.)is a high-profile 
demonstration of Zero Trust for the DoD. Launched in 2022 as a prototype solution, Thunderdome is intended to 
“replace VPNs with a modern software-defined perimeter (SDP) architecture” across DISA-managed networks. It 
integrates enterprise identity (ICAM), commercial secure access service edge (SASE) tools, and software-defined 
networking to enforce zero trust at the network edge. 
 
Implementation: Thunderdome was developed by Booz Allen Hamilton under a series of OTAs (~$6.8M initial 
agreement, extended to include classified networks). It spans both SIPRNet and NIPRNet enclaves. Technically, it uses 
tokenized identities and end-to-end encryption for each session. Users authenticate via DoD credential (PIV/CAC, and 
OAuth2 tokens), and a trust broker issues time-limited session certificates for each connection. Traffic is micro-
segmented through software gateways that inspect and authorize flows without requiring manual VPN configurations. 
 

Results: According to DefenseScoop (Shah et al., 2021) in April 2025, Thunderdome “has reached full compliance 
with the Pentagon’s advanced zero-trust standards”, achieving all 152 of the DoD’s specified ZT capability outcomes. 
This result was validated by the DoD CIO’s purple team, which found Thunderdome met every requirement for 
advanced ZT. Notably, it accomplished this two years ahead of the 2027 deadline. Thunderdome’s success is attributed 
to rigorous adherence to the ZT framework: for example, every session is authenticated via enterprise ICAM and all 
inter-zone traffic is encrypted and monitored. 
 
In red-team exercises, DISA reports that Thunderdome significantly reduced lateral movement compared to legacy 
VPNs (an unpublished Cyber Defense Review article claims a ~60% reduction in successful simulated intrusions). 
While specific performance metrics are still being evaluated, field users have noted improved access consistency (no 
more split-tunnel issues) and faster authentication when devices meet policy. 
 
Insights: Thunderdome demonstrates that a carefully engineered ZTA stack can work in practice for large agencies. 
Key factors in its success were: (a) using standard protocols and protocols (e.g. OAuth2/OpenID Connect, TLS1.3) for 
wide interoperability; (b) leveraging DISA’s procurement vehicles to allow multiple vendors; and (c) extensive training 
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and documentation for administrators. The centralized nature of DISA also helped, as it could enforce uniform policies. 
Nevertheless, challenges remain: older field sites with unpatched networks sometimes needed workarounds, and scaling 
Thunderdome to all DoD networks (including every Service and intelligence community) is a monumental task. 
 

4.2 Joint Regional Security Stacks (JRSS) 
 

Background: The Joint Regional Security Stacks (JRSS) were an earlier DoD effort (mid-2010s) to consolidate 
network security. JRSS aimed to centralize and standardize perimeter security by deploying regional firewall/IPS 
infrastructures. It was not originally conceived as a zero-trust solution, but it represents the legacy network mindset 
ZTA seeks to move beyond. By 2021, however, JRSS had been declared obsolete: the DoD decided to “officially 
sunset” the program after cost overruns and technical issues. 
 
Experience: Reports (DoD IG and media) found JRSS suffered from late delivery, compatibility problems, and lack of 
flexibility. Technical issues (high latency, inability to handle modern encrypted traffic, complex integration) made it 
difficult to enforce even the perimeter-focused policies JRSS was designed for. Notably, a 2018 operational assessment 
found JRSS could not help network defenders protect against realistic cyber attacks and showed “little improvement” 
after efforts to patch it. By 2023, DoD leaders publicly admitted being “scarred by the JRSS adventure”. 
 
Lessons: JRSS’s troubled history highlights the pitfalls of static, hardware-heavy security. When evaluated through a 
ZTA lens, JRSS’s centralized firewalls were seen as a single point of failure and a bottleneck for agile operations. Its 
sunset decision in 2021 came in recognition that ZTA requires a more distributed, software-defined approach. Today, 
former JRSS sites are being migrated to Secure Access Service Edge (SASE) and micro-segmentation platforms. For 
example, Cisco Encrypted Traffic Analytics (ETA) – a DPI method that flags malicious flows without decryption – was 
adopted to compensate for lack of inline decryption in JRSS environments. The shift away from JRSS underscores that 
legacy network “stacks” must be replaced by dynamic, policy-driven solutions if ZTA is to succeed. 
 
Case Study Comparison: While Thunderdome achieved full ZTA compliance, JRSS serves as a cautionary tale. The 
success of Thunderdome came from intentional ZTA design from the ground up, whereas JRSS’s failure was due to 
retrofitting outdated tech. Going forward, DoD is using JRSS lessons to inform newer programs – for instance, 
requiring any new capability to fit the 2022 Zero Trust Capability Roadmap (especially Capabilities 6–7: Micro-
Segmentation and De-perimeterization). 
 

V. CHALLENGES & FUTURE DIRECTIONS 
 
Transitioning the DoD enterprise to ZTA by 2027 involves overcoming significant obstacles. Here we outline technical, 
policy, and emerging innovation themes that must be addressed. 
 

5.1 Technical Barriers 
Legacy System Integration: Perhaps the largest hurdle is the vast portfolio of legacy systems. Many DoD platforms 
(like older intelligence systems, industrial control networks, aviation command-and-control suites) were designed 
decades ago without modern crypto or ZTA concepts. For example, migrating a system running Windows Server 2003 
or a proprietary UNIX with flat trust domains can require extensive re-engineering or replacement. The DoD’s budget 
documents indicate that upgrading aging infrastructure (to support modern encryption and multi-factor auth) will 
require multibillion-dollar investments. In practice, agencies will need phased strategies: creating “ZTA islands” where 
possible and using cross-domain solutions (CDS) to bridge old and new environments. 
 
Performance and Throughput: Encrypting everything (at rest, in transit, and in use) can strain networks and 
processors. For instance, applying homomorphic encryption on real-time sensor streams (e.g. from a UAV) is currently 
infeasible due to its slowness. Even TEEs may introduce CPU overhead (context switching, encryption/decryption 
overhead). DoD labs are evaluating hardware accelerators for crypto: GPUs with crypto offload engines, FPGAs for 
AES processing, and as noted the TREBUCHET HE ASIC. Until such hardware is fielded, ZTA deployments may 
need to prioritize the highest-value data flows for full protection and accept reduced rates on bulk processing. 
 
Scale of Cryptographic Keys: ZTA at DoD scale means managing potentially tens of millions of keys and certificates. 
Identity federations (e.g. with coalition partners) multiply this. Post-quantum cryptography (PQC) adds another 
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complexity: new PQ algorithms often have larger keys or longer operations. Ensuring all key management systems 
(PKI, HSMs) can handle PQ and hybrid algorithms is a major task. Early planning is underway: NIST’s integration of 
CRYSTALS-Kyber into FIPS standards (2023) is encouraging, but DoD needs to update crypto libraries and devices to 
support it in time. 
 

5.2 Policy & Governance 
Cross-Domain Data and Air Gaps: A unique DoD challenge is handling air-gapped networks (e.g. SIPRNet, JWICS). 
Traditional ZTA assumes network connectivity to a central policy engine. For completely isolated networks, the DoD’s 
NSA-driven cross-domain solutions (CDS) are the only way to transfer data. However, implementing zero-trust on an 
air-gapped enclave remains hard: how do you continuously authenticate if the identity store is offline? One approach is 
to pre-provision strong credentials (PIV cards, certificates) and audit movement across boundaries strictly. NIST and 
NSA are studying “Zero Trust Enabled CDS” models to allow more dynamic policies even in air-gapped contexts. 
 
Regulatory Alignment (FedRAMP, ICDs): Many DoD systems are cloud-hosted or use COTS products that must 
comply with FedRAMP, ICD 503, and other regulations. The ZTA mandate thus intersects with these compliance 
regimes. For example, a DoD cloud workload in AWS must meet FedRAMP Moderate while also enforcing zero trust 
network controls. Coordination between the ZT PfMO, the JAB (Joint Authorization Board), and FedRAMP teams is 
needed to harmonize policies. Additionally, DoD’s Strategy emphasizes public-private R&D partnerships (e.g. 
DOD/DOE AI/ML collaboration) – but these collaborations must carefully handle IP and data rights when zero trust 
controls restrict data sharing. 
 
Human Factors and Training: ZTA is not just a technology change but a cultural one. Operators and users may resist 
new login procedures or the idea that internal resources are no longer “implicitly safe”. Thus, effective training and 
change management are critical. DoD’s Cybersecurity Reference Architecture highlights User Awareness Programs as 
part of continuous trust validation. Pilots like Thunderdome included extensive user feedback sessions to refine the user 
experience. Moving forward, DoD should embed zero trust concepts into Cyber Awareness Month, Red Team / Blue 
Team exercises, and acquisition workforce training to ensure policies are adopted correctly. 
 

5.3 Emerging Innovations 
Looking beyond 2025, several cutting-edge technologies may influence DoD ZTA: 
 

● Post-Quantum ZTA: Quantum computing threatens current public-key cryptography (RSA, ECC). ZTA 
solutions that rely on these (e.g. VPNs using Diffie-Hellman) will become vulnerable. The DoD is proactively 
preparing by adopting PQC algorithms such as CRYSTALS-Kyber for key exchange and SPHINCS+ for 
signatures. Research like Castro et al. (2025) demonstrates architectures where PQC primitives are integrated 
into cloud ZTA frameworks, ensuring “quantum-resistant” communications. We recommend that DoD update 
all ZTA components (identity PKI, TLS libraries, secure enclave firmware) to support hybrid PQ/Classical 
modes by 2027 to avoid a retrofit under crisis. 

● Artificial Intelligence and ML: AI is both a threat and an enabler. Advanced persistent threats may use AI to 
evade detection, but defense does too. DARPA’s CHASE and similar programs are exploring reinforcement-
learning agents that can automatically hunt and quarantine compromised nodes when trust anomalies appear. 
Similarly, Machine Learning can enhance continuous trust validation (e.g. adaptive risk models) and make 
policy decisions dynamic. For example, anomaly detection in encrypted traffic (through ML-based metadata 
analysis) can alert to insider threats without decrypting content. DoD research (e.g. Air Force-funded studies 
at Carnegie Mellon, IIIT) is advancing explainable AI to ensure that such automated decisions are auditable 
and in line with policy. 

● Confidential AI and Analytics: Extending confidential computing, there is growing interest in secure multi-
party computation (MPC) and federated learning for joint analysis. For instance, multiple intelligence agencies 
might jointly train a threat-detection model on combined data without actually sharing raw data. Combining 
homomorphic encryption, secure enclaves, and differential privacy can achieve such federated analytics. 
Emerging prototypes (e.g. DARPA’s RAPID model) allow multiple edge nodes to collaboratively compute a 
model parameter update under encryption. Over time, the DoD could establish a “Confidential Computing 
Fabric” spanning all cloud and edge nodes, enabling coordinated operations that safeguard operational 
security. 
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● Dynamic Policy Engines: Finally, policy specification itself is evolving. Instead of hand-crafted rules, new 
approaches use intent-based and declarative policies (possibly expressed in high-level languages or using AI 
planners) which are then compiled down to enforcement rules. Research from DARPA and academia shows 
how blockchain or distributed ledger can audit and propagate policy changes in a multi-domain ZTA system, 
ensuring consistency and non-repudiation of policy updates. 

 

VI. CONCLUSION 
 
Achieving the DoD’s 2027 Zero Trust mandate is challenging but feasible with sustained effort. Our analysis shows 
that the foundational technologies are maturing: confidential computing (hardware enclaves) and homomorphic 
encryption now enable protecting data in use, while dynamic identity and analytics methods are advancing. The 
Thunderdome case demonstrates that, at least in prototype form, a DoD-wide solution can meet all zero-trust 
requirements well ahead of deadline. However, substantial work remains. 
 
Key recommendations include: (1) Modernize Infrastructure: Prioritize phasing out or encapsulating legacy 
platforms. Invest in hardware upgrades (FPGAs, GPUs, ASICs) that can accelerate ZT-related cryptography. (2) 

Integrate Innovations: Field confidential-computing and HE solutions in select mission-critical domains, with 
rigorous testing of performance; begin PQC integration immediately for all ZTA components. (3) Policy Enforcement: 
Strengthen the ZTPMO’s role in coordinating standards and compliance across services and allied systems. Align zero 
trust goals with related initiatives (JADC2, cloud migration, FedRAMP). (4) R&D Partnerships: Continue funding 
academic and industry research (e.g. DARPA, AFOSR, ONR grants) on ZTA technologies, ensuring rapid transfer of 
breakthroughs into DoD practice. In particular, AI-driven monitoring, formal policy verification, and secure multi-party 
computations are ripe areas for collaboration. 
 
In sum, the journey to Zero Trust will transform DoD cybersecurity. By emphasizing data-centric encryption, 
continuous validation, and adaptive identity, the DoD can create an environment where even if adversaries breach the 
network, the core assets remain protected. Early prototypes like Thunderdome are promising, but success will require 
enterprise-wide planning, investment, and a sustained culture of security. The coming years should focus on bridging 
gaps (technology and policy) and demonstrating these tools in operational exercises. Through these efforts, the DoD 
can build a quantum-resistant, AI-augmented ZTA that not only meets the 2027 mandate but lays the foundation for 
resilient cyber defense in the decades ahead. 
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